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used to share all the information among partners. Referred to also as 
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1. Introduction to the Social Engineering 

The aim of this document is to present the evolution of modern social engineering and to 
discuss its relationship with modern cybercrime and cyberterrorism trends. The best way to 
open such document is to report a classic definition of Social Engineering (SE onward in the 
document), to better underline the difference between what is commonly perceived as SE and 
ǿƘŀǘ ƛǎ ǘƘŜ ŎǳǊǊŜƴǘ ǎǘŀǘŜ ƻŦ ǘƘƛǎ άŀǊǘέΦ ¢ƘŜǊŜ ŀǊŜ many different definitions of SE, but the 
following is interesting because it is classic and belongs to the so-called old-school SE and at 
the same time it is also generic enough to contain hints on what is nowadays SE 2.0. 

Social Engineering (SE), in the context of information 
security, refers to psychological manipulation of people 
into performing actions or divulging confidential 
information. A type of confidence trick for the purpose of 
information gathering, fraud, or system access, it differs 
from a traditional "con" in that it is often one of many 
steps in a more complex fraud scheme. The term "social 
engineering" as an act of psychological manipulation is 
also associated with the social sciences, but its usage has 

caught on among computer and information security professionals1. 
Traditionally, the world of Systems Security mostly focuses on technological threats coming 
from the compromised technological systems. Nonetheless, an information system is not 
ŎƻƳǇƻǎŜŘ ƳŜǊŜƭȅ ōȅ ŀ ǘŜŎƘƴƻƭƻƎƛŎŀƭ ŦŀŎǘƻǊΣ ōǳǘ ŀƭǎƻ ōȅ ǘƘŜ άƘǳƳŀƴέ ŦŀŎǘƻǊΦ  When dealing 
with Information Security tƘŜ άƘǳƳŀƴέ ŦŀŎǘƻǊ ǊŜŦŜǊǎ ǘƻ the often forgotten user who plays an 
ƛƳǇƻǊǘŀƴǘ ǊƻƭŜ ƛƴ ŀ ŎȅōŜǊŀǘǘŀŎƪΦ ¢ǊŀŘƛǘƛƻƴŀƭƭȅ LƴŦƻǊƳŀǘƛƻƴ {ŜŎǳǊƛǘȅ ŎƻƴǎƛŘŜǊǎ ǘƘŜ άƘǳƳŀƴέ 

factor a potential threat only in those systems 
requiring «SECURITY-IN-DEPTH» [1] because for 
these situations all possible threats, also less 
common ones, are evaluated up to the innermost 
levels. The following2.  
The main characteristic of this type of SE attacks was 
the high level of ability required by the attacker (very 
few talented hackers in those years) and the direct 

involvement in all the phases of an attack. The old-school SE is an adaptation of the ageless 
art of deception to the modern communication media (mainly phone and early use of email, 
beside classic presence) allowing these few talented SE experts to concentrate on very 
valuable targets.  
This approach is called old school mostly because the assumptions mentioned above are not 
true anymore: the SE threat is becoming increasingly simpler for attackers and the required 
knowledge is less than in the past.  

                                                      
1 {ŜŜ ²ƛƪƛǇŜŘƛŀΣ ά ά{ƻŎƛŀƭ 9ƴƎƛƴŜŜǊƛƴƎέ 
2 For example Mitnick K D and his famous Social Engineering twisted incursions, narrated in his books 
(e.g. The art of deception: Controlling the human element of security, 2002; Ghost in the wires, 2011) 

Old school SE requires very talented 
hackers and often directly involve 
attackers. Old school SE is an early 
adaptation of the ageless art of 
deception to the modern 
communication media (mainly phone 
and mail beside classic presence). 



DOGANA D2.1 - The role of Social Engineering in evolution of attacks  
 

 

 Page  11 / 147 

A basic bibliography of the old SE school includes (e.g., the ability of D. Mitnick or Frank William 
Abagnale Jr. to trick humans) [2][3][4][5].  

At its roots, the early social engineers were all IT experts or talented hackers. Despite being 
well prepared in hacking logics and personally talented, their results were not comparable 
to the results achievable nowadays due to the involvement of professionals such as 
psychologists, marketing experts or cognitive scientists in the hacking attacks. 
The modern Social Engineering includes and extends these concepts into a wider vision 
explained in this document in the following chapters. 
 

1.1. A practical definition of Information Security 

άLƴŦƻǊƳŀǘƛƻƴ {ŜŎǳǊƛǘȅέ ƛǎ ŀ ǘŜǊƳ ǊŜƭŀǘŜŘ ǘƻ ƻƭŘ-school SE and, in the context of the current 
document, it is useful to understand what it means. According to the US Code3 it can defined 
as: 

(1) ¢ƘŜ ǘŜǊƳ άƛƴŦƻǊƳŀǘƛƻƴ ǎŜŎǳǊƛǘȅέ ƳŜŀƴǎ ǇǊƻǘŜŎǘƛƴƎ ƛƴŦƻǊƳŀǘƛƻƴ ŀƴŘ ƛƴŦƻǊƳŀǘƛƻƴ 
systems from unauthorized access, use, disclosure, disruption, modification, or 
destruction in order to provideτ 
(A) integrity, which means guarding against improper information modification or 

destruction, and includes ensuring information nonrepudiation and authenticity; 
(B) confidentiality, which means preserving authorized restrictions on access and 

disclosure, including means for protecting personal privacy and proprietary 
information; and 

(C) availability, which means ensuring timely and reliable access to and use of 
information. 

 
This definition is based on the concept that a person, business or government will suffer harm 
if there is a loss of confidentiality, integrity or availability of information. Therefore, the role 
of information security is to minimize the possibility of such harm occurring.  
A more concise definition is the one reported in the ISO 17799: άInformation security is the 
protection of information from a wide range of threats in order to ensure business continuity, 
minimize business risk, and maximize return on investments and business opportunitiesέΦ  
 
According to the previous definitions SE is used to disrupt Information Security by violating 
the confidentiality, integrity and/or availability of an asset. This disruption is exploited through 
techniques and methods that leverage on the natural human tendency to trust systems, other 
humans, ICT devices, etc. 

 

                                                      
3 US Code Title 44, Chapter 35, Subchapter III, § 3542 
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1.2. Theoretic model of the social engineering threat 

The definition of Information Security given in the previous section implies the protection of 
assets that belong to a specific Information Space, which leads to the following assumption: 

¶ Assets Í information space Ý The whole information space must be protected  

Figure 1 reports a schematization of the components of an information space, which is 
composed by two important elements, the humans and the technics. Both, from the 
information science point of view, store (i.e. knows) the assets that need to be protected (e.g., 
credentials).  

 

Figure 1 - A general model of information space that includes the technological and human dataspaces 

 
At the conceptual level, these information 
elaboration sub-systems interact through a transitive 
trust  chain [6] that essentially can be described as: 
the technical and the human sub-systems trust that 
the other one is able to protect their information 
space, which means to offer integrity, confidentiality 
and availability. 
 The presence of a trust chain in any information 

elaboration system implies the following assumption: the node granting trust to another one 
does not have by design the instruments to check when the trust is misplaced or broken [7]. 
Like any other system based on transitive trust, the system described in Figure 1 is vulnerable 
to infiltration and Sybil collusion. The essence of human and technological attacks is to create 
collusions in the information elaboration system represented in Figure 1 or, in other words, to 
abuse the trust-chain between humans and systems.  

The essence of human and 
technological attacks is to create 
collusions in the information 
elaboration system represented in 
Figure 1 or, in other words, to abuse 
the trust-chain between humans and 
technics. 
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Just as specific countermeasures in the technological domain have been largely explored by 
the security community, it is now important to fully investigate the human domain. One of 
5hD!b!Ωǎ Ƴŀƛƴ ŎƘŀƭƭŜƴƎŜǎ ƛǎ ǘƻ ƛƴǾŜǎǘƛƎŀǘŜ ŎƻǳƴǘŜǊƳŜŀǎǳǊŜǎ ŀƴŘ ǘƘŜƛǊ ŎŀǇŀŎƛty to mitigate 
vulnerabilities present in the human domain. Figure 2 reports the situation that particularly 
DOGANA but also the rest of the society are facing today  

 

Figure 2 - Modern Hackers concentrate on the human side of the information space with specific techniques and 
methods 

 
One of the biggest problems, highlighted in the attack scheme shown in Figure 2 is that the 
number of automatic attacks exploitable against a large number of people at the same time, 
have increased alarmingly in the recent years. Nowadays many of the mainstream security 
companies4 ŀǊŜ ŦƻŎǳǎƛƴƎ ƻƴ Ƙƻǿ ǘƘŜ άIǳƳŀƴ h{έ ŎƻǳƭŘ ōŜ ƘŀŎƪŜŘ [8][9] and more importantly 
how it can be protected  [10]. 
Probably the cornerstone that splits between old school and modern SE is the possibility to 
exploit the social engineering techniques on a larger scale, using automatize attacks.  
The transition from old school to modern SE was triggered due to the current large amount 
of data that is freely available and easily machine-readable, the new trends in sharing 
information and the advent of social networks. Traditionally the SE is associated to cyber 
espionage or APTs, but thanks to the improvement in the execution of SE attacks the number 
of targeted attacks has increased substantially5. 
 

                                                      
4 For example: http://www -03.ibm.com/software/products/en/x-force-threat-intelligence  
5 targeted attacks must not be confused with APTs, they share techniques but not intents and are a result of 
commoditization and diffusion of SE techniques (see http://securityaffairs.co/wordpress/40228/cyber-
crime/targeted-attacks-vs-advanced-persistent-threats.html)  

http://www-03.ibm.com/software/products/en/x-force-threat-intelligence
http://securityaffairs.co/wordpress/40228/cyber-crime/targeted-attacks-vs-advanced-persistent-threats.html
http://securityaffairs.co/wordpress/40228/cyber-crime/targeted-attacks-vs-advanced-persistent-threats.html
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The following approach, at a model level view, could also be represented using a triangle 
where the three corners are Social (groups of people), Human (single humans) and 
Technology. These corners shape a space where the asset exists and where all possible attacks 
fall (Figure 3 shows real examples of concepts and how they are mapped in this theoretical 
model). The old-school SE is confined into the space between the human and social corners, 
slightly closer to the human, and its άŎƭŀǎǎƛŎέ ŀǇǇǊƻŀŎƘ ƪŜŜǇǎ ƛǘ ŦŀǊ ŦǊƻƳ ǘƘŜ ǘŜŎƘƴƻƭƻƎȅ ŎƻǊƴŜǊΦ 
Other section, further down in the document, describes how strategies used in modern 
ŀǘǘŀŎƪǎΩ ŎƻǳƭŘ fall into this triangle. 

 

Figure 3 - A triangle of security made of three corners Social-Human-Technology with some real examples of 
mapping 

 

1.3. Impact of Social Engineering on the modern security 

Since most of cyberattacks include non-technological exploits, the impact of SE on modern 
information security has increased significantly. Recent statistics [11][12] provide additional 
and relevant insight such as the following:  

¶ 1 year is the medium time to discover an attack performed via SE. 

¶ 5 is the average number of emails needed to create an entry point in a company. 

¶ Attacks are typically discovered by third parties. 

Attacks have become narrower, involving less generic victims at the same time. This is on the 
one hand a consequence of improved hiding tactics, whose aƛƳ ƛǎ ǘƻ ƪŜŜǇ ǘƘŜ ŀǘǘŀŎƪ άǳƴŘŜǊ 
ǘƘŜ ǘƘǊŜǎƘƻƭŘέ ǊŜŘǳŎƛƴƎ ǘƘŜ Ǌƛǎƪ ƻŦ ōŜƛƴƎ ŘŜǘŜŎǘŜŘΣ ōǳǘ ƛǘ ƛǎ ŀƭǎƻ ŀ sign of a better a-priori 
selection of the potential targets and thus a more aggressive usage of SE techniques. 
As mentioned in a previous section the current protection strategies address information 
systems, whilst, in practice, both humans and information systems can be considered as 
access points to major assets.  



DOGANA D2.1 - The role of Social Engineering in evolution of attacks  
 

 

 Page  15 / 147 

For instance, login credentials are considered as critical information, either directly, they are 
an important asset or indirectly, they need to be stolen because they are the main entry point 
to that important asset.  
Credentials are often stored as encrypted information in one or more systems. However, they 
are also "stored" in personal devices, sheets of paper, etc. as well as memorized by users. The 
approach of SE is to acquire the credentials by focusing the attack on humans rather than 
systems. The last ones can be easily hardened and improved, making attackers work harder 
and dedicate more resources to access them, while human behaviour is more complex, 
subjective and harder to άǇŀǘŎƘŜŘέ [13]. 
In this context, enterprises have become extremely 
vulnerable, even large companies that have made 
significant investments in security and often operate 
worldwide have experienced attacks that exploit the 
human element of (in)security [14][15][16].  
This situation shows that the strategies used in 
modern attacks influence the way attackers plan and 
focus their actions against citizens and enterprises. These strategies originate from the logics 
of Advanced Persistent Threat (APTs), detailed in section 4.1.1) and are directly associated 
with Targeted Attacks (TAs). They are becoming more popular thanks to the continuous 
improvements registered in the SE domain. 
TAs are an important vector during the initial phases of infiltration and the early phase of such 
attacks is usually spear-phishing or context-aware phishing, it depends on the level of 
sophictication of the hook. Targeted phishing attacks are customized to reach a specific user 
or community, and the customization is implemented using social engineering and especially 
crafted malware. This issue integrates the human, technological and conceptual concepts that 
are currently present in the real-world and that must be addressed.  
Research in security is lagging behind, and fully operational solutions that address this 
problem (at an integrated level) are still not present on the market [17][18][19]. Therefore, 
companies currently face a major challenge due to the lack of established countermeasures 
[20]. 
άDƻƻŘ ƻƭŘ Řŀȅǎ ƻŦ όƛƴύǎŜŎǳǊƛǘȅ ŀǊŜ ōŀŎƪέΦ  
This sentence builds up the following phrases regarding information security, where SE is one 
of the main factors included in the greatest part of the most relevant trends: 

¶ Main stream entities demonstrated to be incredibly weak against SE based attacks [21] 

¶ Crushing attacks can be launched even by a single attacker [22] 

¶ Awareness programs demonstrated to be incredibly inefficient along the years [23][24] 

¶ Classical protection technologies (e.g. antivirus, firewall, etc.) are less and less efficient 

against these new types of attacks [17][25]. 

¶ All the sectors of society and less targeted markets are increasingly attacked (e.g., 

health, insurance, SCADA, mining industry, manufacturing, small enterprises, etc.)6 

 

                                                      
6 See latest IBM X-Force Threat Intelligence Quarterly http://www -03.ibm.com/security/xforce/downloads.html  

Enterprises have become 
extremely vulnerable and recent 
attacks have had major societal 
impact. Good old days of 
(in)security are back. 

http://www-03.ibm.com/security/xforce/downloads.html
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1.4. Definition of the Social Engineering 2.0 

SE is a well-known method of deception already used for a very long time, but the following 
evolutions were very important to change the current landscape: 

¶ The evolution of social network and its scalability through mobile platforms and the 

naive behaviour by users. 

¶ The evolution of new technologies that make SE attacks more sophisticated, such as 

automation. This means that attacks can reach and impact a large number of 

people/victims at the same time. 

These two factors contributed to the evolution of the social engineering into a new 
multifaceted phenomenon that we call Social Engineering 2.0 (SE 2.0). It increased the number 
of potential victims directly exposed on the internet.  
It uses advanced automatic methods to gather and elaborate the information needed to 
ŎŀǊŜŦǳƭƭȅ ǎŜƭŜŎǘ ǘƘŜ άǾƛŎǘƛƳǎέΦ 
Social Engineering 2.0 is indeed a complex field that involves several heterogeneous 
technologies and competences. Figure 4 shows the most important technological and 
scientific areas involved. 

 

Figure 4 - Overview of the main characteristics/competences of Social Engineering 2.0 

¶ Malware Ecosystem 2.0. SE became an important part of the malware and its main 

infection strategy; this implies changes in the infection strategies and in the 

development process of new malware. 

¶ Modern Open Source Intelligence (OSINT). Modern SE uses data mining techniques to 

cave information. This builds up the large amount of data that people or enterprises 

Malware Ecosystem 2.0

ω SE became an important part of the 
malware 2.0 and the main infection 
strategy.

ω Changes in the infection strategies.

Modern OSINT

ω Modern SE techniques use data 
mining techniques to cave 
information from data.

ω The data available on the net is 
huge. Monitoring of the digital 
shadow is possible, whilst monitor 
the digital shadow is not.

ω The Web 3.0 (web-of data) is almost 
here. Information abused for bad 
purposes is a huge opportunity to 
improve the efficiency of 
information gathering in a SE attack.

(ab)use of psychology, 
personality profiling systems, 
cognitive science models and 
human related sciences

ω Professional use of memeticsand 
personality models of the attacked 
users, especially of models coming 
from theories of cognitive sciences, 
marketing and cyber-sociology.

Evolution of the attack vectors

ω Massive use of social networks and 
renewed forms of phishing, also 
automated.

ω Multiplicity of attack vectors

ω Evolution of the human related 
attack vectors .

Automatic Social Engineering 
Attacks (ASE)

ω Automation of SE attacks through 
information collection and data 
mining and through the sentiment 
analysis from Social networks

ω Diffused use of chat-bot, to start and 
maintain conversations (mass social 
engineering attacks)

ω Automation of most phases of the SE 
attacks.

Economic Drivers

ω As for malware 2.0, SE 2.0 is an 
investment, so all attacks have a 
common aim: making money.

ω Growth of identity thefts, industrial 
spying, on-demand attacks (Deny-of-
Service on demand).

ω Commoditization of SE services in 
cybercrime and cyberterrorism.
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share intentionally or inadvertently on the network7. OSINT is used to collect 

information before the attack, hence beside digital shadows and footprints, there is 

another interesting source of data that is increasingly exploited: the Web 3.0 (web-of 

data) [26]. Abuse of information publicly available for bad purposes is a huge 

opportunity to improve the efficiency of information gathering in a SE attack. 

¶ (Ab)use of psychology, personality profiling systems, cognitive science models and 

human related sciences. SE means hacking humans using the most efficient ways 

available; therefore, psychology and all human sciences are frequently used to gain 

knowledge of ǘƘŜ άǾǳƭƴŜǊŀōƛƭƛǘƛŜǎέ present in the attacked system (i.e., the human). 

Reports have noted that cybercriminals in becoming more professional, are 

increasingly using memetics [27][28] and personality models of victims[29][30], 

especially models from cognitive sciences [31], marketing and cyber-sociology theories 

[32][33].  

Psychological profiling (for example, identifying the most vulnerable victims) [34][35], 

use of memetics [27][36] and sentiment analysis [37][38][39] are used to rapidly 

contextualize and tailor attacks around selected victims with a localized approach8.  

¶ Evolution of the attack vectors. UnderstandƛƴƎ ǾƛŎǘƛƳΩǎ psychology and how they think 

has leaded to change the way hooks are crafted and delivered.  

The massive usage of SPAM is a technique that is not very used anymore. Nowadays 

SPAM is mainly ǳǎŜŘ ǘƻ ŎƻƭƭŜŎǘ ǘƘŜ ǎƻ ŎŀƭƭŜŘ άlow hanging fruitsέ ǎǳǇǇƭȅƛƴƎ ǘƘŜ 

cybercrime world with a low but constant flow of incidents.  

On the other hand, Advanced Persistent Attacks (APTs) are the ones with the highest 

results and they use massively social networks and renew forms of phishing (spear 

phishing, context aware phishing, collectively called *-phishing). As result, attack 

vectors are multiplied and the modern *-phishing are not anymore tied to specific 

channels. 

¶ Automatic Social Engineering Attacks (ASE). One of the most interesting points in the 

evolution of SE has been the possibility to automate most of the ŀǘǘŀŎƪΩǎ ǇƘŀǎŜǎΣ ǘƘƛǎ 

fact increases the efficiency of mass social engineering-based attacks.  

Automation of SE occurred thanks to the automated information collection and data 

mining from social networks, also because of the improvement of algorithms for 

sentiment analysis [39].  

                                                      
7 The amount of data intentionally shared on the network is usually called άdigital footprintέ. This 
concept is paired with the corresponding one of άdigital shadowέΤ a digital shadow is composed by 
all the data spread or shared on the network, not intentionally and often inadvertently. The sum of 
digital shadow and footprint is a big source of information for attackers. Monitoring of the digital 
footprint is by definition possible because the potential victim is aware of its existence, whilst 
monitor of the digital shadow it is not. 
8 Refer to the latest Symantec Internet Threat Report, 
http://www.symantec.com/it/it/security_response/publications/threatreport.jsp  

http://www.symantec.com/it/it/security_response/publications/threatreport.jsp
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¶ Economic Drivers. There is one important difference between malware and social 

engineering, creating malware could be done for fun, to prove the technical skills of 

the author, as a matter of fact, the early generations of malware were born with this 

intention, but on  the other hand, using social engineering for fun makes less sense; 

social engineering has only one single goal: deceive persons.  

This difference led SE 2.0 to become an efficient instrument to carry serious attacks 

and a fruitful investment. The growth of identity thefts, industrial spying, on-demand 

attacks (Deny-of-Service on demand), commoditization of SE services in cybercrime 

and cyberterrorism are all consequences of the evolution of SE [40]. 

In SE 2.0 most of the technologies previously 
mentioned have been developed originally in 
different contexts, like the ones coming from 
social marketing to help catching and 
influencing social trends. However, at its core, 
Social Engineering intents to influent peopleΩǎ 
way of thinking, similarly to marketing, but 
with malicious intentions.  
All cited technologies, originally, are design, 
develop and used legitimately, but they also 
are abused by social engineers to perform 

attacks and collect information, which afterwards are exploited in highly contextualized 
attacks.  
Summing up, the real criticism of SE 2.0 is the abuse versus the use of these technologies. 
Hence the problematic is not only limited to the technical world, it includes the psychology 
and cyber-sociology9 areas.  
Science (i.e. human science) and technology (e.g. social network scanning) help to identify the 
three factors that define SE 2.0 as illustrated by Figure 3. Figure 5 shows the characteristics 
mentioned above, which are then described in following sections. 

                                                      
9 A fundamental evolution in the attack techniques is the application of cognitive sciences and 
semantics technologies in the modern social engineering attacks, in order to automatically profile 
personalities and find potential victims on large mass of online persons. 

The modern social engineers use a large and 
complex mix of different competences 
(technological, cyber-sociology, 
psychological, marketing, design, etc.) to 
create a complete attack. However, at the 
same time the technological and 
cybercrime evolutions lowered the level of 
complexity required to perform an attack, 
exposing a larger number of potential 
victims to this threat. 
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Figure 5 - A triangle of security made of three corners Social-Human-Technology with evidence of Social 
Engineering 2.0 

 
 

1.4.1. Malware Ecosystem 2.0 

SE 2.0 is nowadays the most efficient and economically relevant instrument used in 
cybercrime. Malware has been particularly affected and it has become extremely different 
compared to the malware that was identified in recent past.  
The main Malware 2.0 characteristics are the followings [41]: 

¶ Lack of a single control centre and ability to adapt the infection to the attacked 
machine 

¶ Extensive use of methods to fight AV systems 

¶ Victim machines take the role of servants and attacks get more discrete  

¶ Intense production on syntactic ς not logical - variations  

¶ Short and targeted attacks from many directions 

¶ Intense and advanced use of SE techniques10 

¶ Modularity and complexity of infections 

¶ Malwares and SE follow the markets laws governed by supply and demand (MaaS) [42]. 
 

                                                      
10 Common web based attacks include malicious URLs, compromised web pages (aka watering hole attacks), 

drive-by attacks, drive-by-download, drive-by-infection, web backdoors and browser exploits. 
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Since 2000, the statistics of malware reported 
by McAfee [43] show a clear predominance of 
Trojans versus two other categories: Potentially 
Unwanted Programs (PUPs) and Virus and BOTs. 
This predominance lies behind the definition of 
Trojan: a Trojan is a malicious program unable 
to infect a machine on its own, it requires a user 

that executes it (i.e. click over a link or open an attachment). The user must be convinced to 
do it, and usually is convinced through a hook11. The creation of a hook must be an efficient 
and reliable process in order to deal with the challenges of cybercrime industry, and Social 
Engineering has become the right instrument to achieve it.  

In the information space model (Figure 1), 
the main characteristic of a Trojan is that 
the exploit starts in the human side and 
continues in the technological one. 
Counted as 100% the overall vulnerability 
abused by malware, resulting by a sum of 
human and technological exploits, what 
differentiates the malware today is the 
relative complexity of the human exploit, 
which simplifies the technological one. 
hƴŎŜ ǘƘŜ ƘǳƳŀƴ άŦƛǊŜǿŀƭƭέ [44] is bypassed, 
the Trojan has direct access to the PC 

without yet exploiting the technological system, this is usually simpler than writing automated 
viruses. The technological exploits that follow are logically a consequence of the initial human-
side exploit. 
As a result, nowadays12 approximately 76% of the overall malware produced are Trojans.  
Beside the absolute predominance of Trojans, there is another interesting trend, reported by 
Kaspersky up to 2009 [45], the progressive disappearance of global epidemics in malware 
(Figure 6).  
The assumption aboveis that malware creates profit as long as it stays undetected, which 
implies the following concepts that are almost the same from the definition of malware 2.0 
reported above: 

¶ The victims are more targeted  improving the selection process prior the real 

attacks  

¶ discretion of attacks, hence reducing the number of infected machines, digital 

shoulder surfing, short-lived attacks on multiple channels 

¶ increased the interest in keeping systems compromised but infected and 

responding to remote controllers 

                                                      
11 The hook is the element that catches the attention of the victim 
12 Source: PandaLabs Report Q1 2015, http://goo.gl/3gZEdn   

hƴŎŜ ǘƘŜ ƘǳƳŀƴ άŦƛǊŜǿŀƭƭέ ƛǎ ōȅǇŀǎǎŜŘΣ ǘƘŜ 
Trojan has direct access to the PC without 
having exploited the technological system 
yet, and this is usually simpler than writing 
automated viruses. 

Figure 6 - The number of Epidemics is 
decreasing, also today (source: Kaspersky) 

http://goo.gl/3gZEdn
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¶ reducing the time to develop new malware and increase the availability of efficient 

exploit-kits13 

 
Figure 7 shows a comparison between the structures of two generic malwares: malware 1.0, 
on the left and malware 2.0, on the right.  
The left side shows that a malware typically consist of three different routines: hiding, seek & 
search and infection, which is the common structure of an automated infection malware. It 
should be able to infect any type of system because its infection business plan is flat: malware 
infects any system that is vulnerable, without much discretion and/or selection. This type of 
malware was common in automated infections and it is the equivalent to SPAM emails.  
 

 

Figure 7 ς Comparison of the structures of malware 1.0 and modern malware 2.0 

Modern malware 2.0 (right side) has a different structure because of the crucial role of SE in 
the infection process, the consequences are the following: 

¶ There is no need of privileges escalation in the infected system 
o The attacker gets in touch directly with the person who handles the target asset 
ōŜŎŀǳǎŜ ƳŀƴŀƎƛƴƎ ǘƘŜ ǾƛǊǳǎ ƛƴ ǘƘŜ ǳǎŜǊΩǎ ǎȅǎǘŜƳ ƛǎ technically easier to exploit 

¶ Asymptotically the infections are 1:1 with carefully selected victims/targets 
o Ad-hoc malware, no families, custom writings even using high level languages, 

no epidemics 

¶ Less need to hide  
o Users allow the malware to enter the system, because they are convinced 

beforehand 
o The malware needs less polymorphism and mutations  because it does not 

need to abuse the cracks of the protection  

¶ Large infections are not used for most of the remunerative attacks anymore, they are 
used mainly to produce low level constant incomes and often to create noise, to better 
hide ad-hoc infections  

                                                      
13 Angler, which is the most prevalent exploit kit today, is a good sample of the sophistication level 
Achieved (https://threatpost.com/analyzing-angler-the-worlds-most-sophisticated-exploit-kit/110904/), 
accessed November 2015. 

https://threatpost.com/analyzing-angler-the-worlds-most-sophisticated-exploit-kit/110904/
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o Seek & search is almost useless because the right system is directly targeted 
o (Automatic) Replication is not an issue anymore 

¶ Extremely big malicious payload. It is now quite common to find payloads with a 
dimension of 20Mb or more. They are often written in high level languages. 

o One of the most challenging tasks for modern malware is the crawling of the 
ǾƛŎǘƛƳǎΩ ƛƴŦƻǊƳŀǘƛƻƴ ǎǇŀŎŜΥ  ŀŦǘŜǊ selecting a user and infecting their system 
with an ad-hoc process, the malware needs to understand which data the 
victim really accesses. 

o There are many ƳƻǊŜ άǎŎǊƛǇǘ-ƪƛŘǎέ ǿǊƛǘƛƴƎ ǇŀȅƭƻŀŘǎ ǿƛǘƘ ƘƛƎƘ ƭŜǾŜƭ ƭŀƴƎǳŀƎŜǎ 
instead of using Assembler where it is difficult. 

o Attackers use multi-stage infection processes and increasingly use droppers in 
order to update the scripts 

 
This vision of how malware evolved positions the problem of SE 2.0 into a wider scenario: 
mitigating SE attacks would also mitigate modern malwares.  
The technical skills required to develop a new malware are reduced14: having SE in place 
before exploiting the technological attack implies the possibility of attacking the few useful 
victims with 1:1 customized ad-hoc attacks15.  
As a result, Malware 2.0 does not need to spread across a network or to escalate privilege or 
even use unknown 0-day bugs. It needs a strongly customized behaviour to hit just one user 
on one machine16, concretely the user that owns the asset that the attacker wants. This 
situation recently led Symantec to declare that standard defence systems as anti-viruses are 
dead [17]. This is the same concept expressed many times across the latest years and referred 
by the AVID buzzword (Anti-Virus is Dead) [25][46]. 
 

1.4.2. Modern Open Source Intelligence (OSINT) 

Open source intelligence (OSINT) solutions 
provide access to a wealth of internal and 
external data from millions of sources with the 
intention of helping both governmental agencies 
and private sector businesses make informed 
decisions every day [47] , which demonstrates 
that it is used not only for malicious intents.  

                                                      
14 Source: PandaLabs Report 2013, http://goo.gl/MjFYBm  
15 Therefore the watering pool attacks and the malware ad-hoc infections are nowadays one of the 
most actively exploited techniques of infection [10]. 
16 Two recent sample are the Trojan.VikNok.2014 (http://thehackernews.com/2014/05/beware-
cyber-criminals-spreading-click.html) and the Trojan.PoSeidon.2015 
(http://thehackernews.com/2015/03/poseidon-point-of-sale-malware.html), but also CARBANAK and 
TURLA share these general characteristics.  

OSINT is used in the preparation phases 
of an SE attack and its goal is the 
measurement of the digital footprint and 
shadow, with licit or illicit (e.g., fake 
identities) methods. 

http://goo.gl/MjFYBm
http://thehackernews.com/2014/05/beware-cyber-criminals-spreading-click.html
http://thehackernews.com/2014/05/beware-cyber-criminals-spreading-click.html
http://thehackernews.com/2015/03/poseidon-point-of-sale-malware.html
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In the information security sector OSINT is used to gather knowledge of the system under 
attack (e.g. via google hacking [48] or dumpster diving17 or extraction of documents 
metadata18). It is a classic method that has been used for a few years now and it could be 
named άh{Lb¢ ƻŦ ŎƭŀǎǎƛŎ ǎƻǳǊŎŜǎέΣ ǎŜŜ Figure 8.  
Apart from this, the increased amount of data shared on social networks (see Chapter 3) and 
the fact the processing it is not complicated have made Social Intelligence19 and Social Data 
Mining techniques mainstream.  
One of the last additions to the long list of OSINT technologies is the Linked-open-Data, that 
that is being increasingly used across the web, even vertically for specific web giants (e.g., the 
Google universe of services) which allows to cross-correlate also other data and enrich the 
digital footprint and shadow previously defined in this document20: large data can be mined 
for intimidation such as facts of malware, anomaly, or phishing.  
 As said above, the OSINT could be abused to gather knowledge in the preparation phases of 
a SE attack, for example, using an aggressive information gathering process. The information 
could be collected in two ways: 
ω Actively: Creating of a fake profile on a social network and request friendship to victims in 

order to access information shared privately  

ω Passively: Collecting information that has been freely shared across the web and 

correlating it to different cyber profiles (this operation is called remediation).  

 
 

                                                      
17 Es. http://searchsecurity.techtarget.com/definition/dumpster-diving  
18 Es. OSINT with FOCA 2.6, https://holisticinfosec.org/toolsmith/pdf/march2011.pdf  
19 The term SNA (Social Network Analysis) is also used 
20 For example, an attacker can use the GPS position of posts (e.g., Foursquare) to understand the 
places visited by the user and cross these information with Google Maps to collect information on 
ǾƛŎǘƛƳǎΩ ǊŜŀƭ-life contexts. 

http://searchsecurity.techtarget.com/definition/dumpster-diving
https://holisticinfosec.org/toolsmith/pdf/march2011.pdf
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Figure 8 - The role of OSINT in the Social Engineering 2.0 

 
OSINT is one of the most powerful tools used in SE 2.0, it is efficient because of the large 
amount of data that people voluntarily or inadvertently share on the Internet [49]. This 
modern tendency to over-share information on the network is one of the most interesting 
aspects about this topic. Social Network operators incentivize this behaviour because it is 
beneficial for their marketing strategies (see section 3.4.1 Intelligence or information 
Gathering)21. 

 

1.4.3. (Ab)use of psychology, personality profiling systems, cognitive science 
models and human related sciences 

This document defines SE as a set of arts and techniques that can be used to hack humansΩ OS 
in order to violate their information space, gain access to some specific assets or facilitate the 
exploitation of a technical system.  
One of the most important areas of improvement is the introduction of advanced 
psychological methods in the process of an attack. However, extending the concept, if the 
ŀǘǘŀŎƪŜǊ ǿŀƴǘǎ ǘƻ ŦƛƴŘ ǿŀȅǎ ǘƻ ŜȄǇƭƻƛǘ ǘƘŜ ǳǎŜǊǎΩ ōǊŀƛƴ όŜΦƎΦΣ [50]) it could get inspiration from 
all the sciences listed in Figure 9, which are all human sciences.  
Nowadays psychology and cognitive sciences are among the most used, either to improve the 
defence systems (e.g. behavioural security [51]) or to improve the effectiveness of the 

                                                      
21 For example refer to the fearless and frictionless sharing of Facebook and the changes in the privacy 
habits [53][54] 
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attacks22. However, there is still little investigation (in terms of people investigating and money 
spent) of other sciences in the area of security. These are open questions: 

¶ Which psychological models do hackers of Informative Systems apply to deceive users? 

¶ How much are psychology and cognitive sciences abused to perform modern attacks?  

¶ How do other human sciences contribute to the creation of modern attacks? 

 

Figure 9 - Hacking the Human OS means to (ab)use all the human related sciences 

 

1.4.4. Evolution of the attack vectors 

An attack vector could be defined as the method used to penetrate the trust zone of a user or 
a technological system in order to gain access to its information space.  
An attack vector, at its technical level could be a 0-Řŀȅ ōǳƎΣ ŀǘ ǘƘŜ ƘǳƳŀƴǎΩ ƭŜǾŜƭ ƛǘ ƛǎ ǿƘŀǘ ƛƴ 
tƘŜ ƭƛǘŜǊŀǘǳǊŜ ƛǎ ŎŀƭƭŜŘ ŀ άƘƻƻƪέΥ ǘƘŜ ŜƭŜƳŜƴǘ ǘƘŀǘ ŎŀǘŎƘŜǎ ǘƘŜ ǊŜŀŘŜǊΩǎ ƛƴǘŜǊŜǎǘ [55]23. We The 
concept of an attack vector is generally extended so it includes everything that violates the 
information space, for example, a phishing email with its attachment or an infected link are all 
together considered an attack vector. 
The following list of attack vectors is sorted from the most challenging (physical presence) to 
the easier (social networks) to deal with. 

1. The physical presence is the most complex attack vector, where apart from the hook, 

the attacker must control all the non-verbal elements (also the unconscious ones): e.g., 

not revealing their final intentions through non-verbal behaviour. 

                                                      
22 These same techniques are used also in marketing, the Behavioral targeting is a marketing  technique 
ǿƘŜǊŜ ǇŜƻǇƭŜΩǎ ƻƴƭƛƴŜ ōŜƘŀǾƛƻǊ ƛǎ ǘǊŀŎƪŜŘ ŀƴŘ ǘƘŜ ŎƻƭƭŜŎǘŜŘ ƛƴŦƻǊƳŀǘƛƻƴ ƛǎ ǳǎŜŘ ǘƻ ŘƛǎǇƭay individually 
targeted Web advertisements to people [52]. 
23 For a better adaptability usually SPAM have a tripartite structure (hook, threat, request) 
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2. The voice is a real-time communication channel through which also some non-verbal 

behaviour is transmitted (e.g. the tone of the voice, the pronunciation). It requires 

some specific skills to control them. 

3. The chat and instant messaging systems are real-time interactive media, but through 

a virtual channel. The communication channel is controllable and no non-verbal 

messages are filtered (the attackers non-verbal behaviour  is not communicated). 

4. The email is not a real-time interactive media, therefore the attacker needs to create 

ǘƘŜ ŀǘǘŀŎƪ ŎƻƳǇƭŜǘŜƭȅ ƻŦŦƭƛƴŜ ŀƴŘ όǘǊȅ ǘƻύ ŎƻƴǾƛƴŎŜ ǘƘŜ ǾƛŎǘƛƳ ƛƴ άƻƴŜ ǎƘƻǘέΥ convince 

the victim just by looking at the email.  

5. The social network it is not a real-time media but it allows interaction among users, 

therefore the hook of the attack can be adjusted according to the ǾƛŎǘƛƳΩǎ reactions. 

This is typically the easiest attack vector and the most abused today. 

 

1.4.5. Automatic Social Engineering Attacks (ASE) 

The diffusion of large amount of machine-readable data via social networks has been the 
turning point that speeded up the evolution of the automatic social engineering attacks. 
Chapter 4 will further address this issue, the evolution of ASE is the element that opened the 
door to mass social engineering. Figure 10 reports the άclassicέ 6 phases of a social engineering 
attack, from the initial gathering of information up to the final steal of a valuable asset (see 
Chapter 4 for further details). The interesting point here is that the phases from 1 to 4 could 
be often easily24 automated [39][56][57].  
 

                                                      
24 Typically thanks to relatively simple scripts 



DOGANA D2.1 - The role of Social Engineering in evolution of attacks  
 

 

 Page  27 / 147 

 

Figure 10 - The six phases of a typical SE 2.0 attack with evidence of automated steps 

(1) Generic information Gathering: An example of this phase is the creation of a fake 

profile in one or more social networks, both for leisure and for business. The profile 

must be trustworthy and studied starting from a preliminary information collection to 

increase the likelihood of being accepted by the victim 

(2) Develop all the possible relationships: This step could be done either automatically or 

manually, the profile gains new friends (potential victims) aiming at entering the group 

or gathering further information 

(3) Select victim and target asset: The profile of the potential victim is based on what the 

hacker wants to steal (i.e. the attacker needs to find a single person or a recently hired 

employee, etc.). The phase ends when the goal is achieved (i.e. a good number of 

potential victims has been achieved) 

(4) Preliminary actions on the selected victim: The relationship with the chosen victims 

gets deeper in order to gain the confidence needed and enough reliability to attack 

(5) SE Attack: A direct attack is launched to the targeted source. The aim is to gain access 

to a specific asset (i.e. credentials). The methods can be: spear phishing,  

contextualized phishing or even targeted exploits. This phase needs the specific 

competence of a social engineer and cannot be automated. 

(6) Asset Stolen: It is the acquisition of an asset, (i.e., credentials for systems access, digital 

ID theft) the ƛƴǘǊǳǎƛƻƴ ƛƴǘƻ ǘƘŜ ŎƻƳǇŀƴȅΩǎ ǇǊŜƳƛǎŜǎ ƻǊ ŜǾŜƴ the acquisition of 

ǎƻƳŜƻƴŜΩs ŀǎǎŜǘǎ όƛΦŜΦΣ ǿƛǘƘŘǊŀǿ ǎƻƳŜƻƴŜ ŜƭǎŜΩǎ ǊŜƎƛǎǘŜǊŜŘ email or cash in a money 

order) 




















































































































































































































